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Abstract— A design for the monobit-receiver application-
specific integrated circuit (ASIC) will be described. The monobit
receiver is a wide-band (1-GHz) digital receiver designed for
electronic-warfare applications. The receiver can process two
simultaneous signals and has the potential for fabrication
on a single multichip module (MCM). The receiver consists
of three major elements: a nonlinear RF front end, a signal
sampler and formatting system (analog-to-digital converter
(ADC) and demultiplexers), and a patented “monobit” algorithm
implemented as an ASIC for signal detection and frequency
measurement. The receiver’s front end, ADC, and algorithm
experimental performance results were previously presented
[1]. The receiver uses a 2-b ADC operating at 2.5 GHz whose
outputs are collected and formatted by demultiplexers for
presentation to the ASIC. The ASIC has two basic functions:
to perform a fast Fourier transform (FFT) and to determine
the number of signals and report their frequencies. The ASIC
design contains five stages: the input, the FFT, the initial sort,
the squaring and addition, and the final sort. The chip will
process the ADC outputs in real time, reporting detected signal
frequencies every 102.4 ns.

Index Terms—Analog-to-digital converter (ADC), fast Fourier
transform (FFT), instantaneous frequency measurement (IFM)
receivers.

I. INTRODUCTION

T HE characteristics of instantaneous frequency measure-
ment (IFM) receivers make them suitable for electronic-

warfare applications. An IFM receiver has a wide instanta-
neous RF bandwidth—sometimes as much as several octaves.
The receiver can measure short pulses with high-frequency
accuracy (i.e., 1-MHz resolution on 100-ns pulse). A con-
ventional IFM receiver is limited to processing only one
signal. If two signals arrive at the receiver simultaneously,
the receiver may generate erroneous information without the
operator knowing. Various techniques have been used to detect
the existence of simultaneous signals or detect the existence
of erroneous frequency, but only limited success has been
achieved.
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This paper presents a very simple digital-receiver design
as an replacement for the analog IFM receivers. The digital
design can cover 1-GHz bandwidth and can correctly process
two simultaneous signals. This design uses a fast Fourier trans-
form (FFT) to obtain frequencies on up to two simultaneous
signals. It has a better sensitivity than IFM receivers because
the FFT channelizes the input into narrower bandwidth. It
has fine frequency resolution (able to separate two close
frequencies) and good frequency accuracy. The single- and
two-signal spur-free dynamic ranges are very high. The only
deficiency in this design is that the instantaneous dynamic
range (receiving a strong and a weak signal simultaneously) is
low. This paper presents the: 1) technical approach to design
the receiver monobit-receiver application-specific integrated
circuit (ASIC); 2) experimental results; and 3) performance
comparison with a typical IFM receiver.

II. M ONOBIT RECEIVER

The design of this receiver can be divided into three areas,
as shown in Fig. 1. They are the RF front end, the analog-
to-digital converter (ADC), and data-formatting circuitry, and
an ASIC to perform the FFT operation and the frequency
selection.

A. RF Front End

The RF front end will be similar to a conventional IFM
receiver. The input signal will pass a bandpass filter followed
by a limiting amplifier with a 60-dB gain to amplify the
input and limit the output at a constant level. After the
limiting amplifier, another bandpass filter limits the out-of-
band noise [1]. In an IFM receiver this second filter is not
needed. In this design, the filters have a passband from 1.375
to 2.375 GHz. This design will provide high single-signal
dynamic range. The two-tone spur-free dynamic range is also
high because the receiver processes only two signals and the
spurs will be neglected. The nonlinear characteristic of the
limiting amplifier will cause capture effect, which limits the
instantaneous dynamic range.

B. Signal Sampler and Formatting System

Because the signal from the limiting amplifier has a constant
amplitude, a 2-b ADC will be satisfactory. Experimental
results showed that a 2-b ADC is better than 1 b, but three
or more bits show very little improvement because of the
limiting amplifier and the unique FFT design discussed in
the following section. In order to cover 1-GHz bandwidth,
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Fig. 1. Three areas of monobit receiver.

the ADC should operate at approximately 2.5 GHz. The two
lowest unambiguous ranges are from 0 to 1.25 and 1.25
to 2.5 GHz. A 1-GHz portion (1.375–2.375 GHz) from the
second unambiguous frequency range is selected as the input
bandwidth. The second bandpass filter in the RF chain removes
the noise in the 0–1.25-GHz range. The input frequency
response of the ADC must be high enough to accommodate
the input bandwidth of the receiver.

The input signal is first passed to the ADC, which samples
the signal every 0.4 ns to produce 2-b amplitude measure-
ments. Each bit is then passed to an associated windowing
circuitry, which collects a 16 sample serial window of data
and outputs the data in parallel to the detection algorithm
chip. Thus, the windowing circuitry has two key functions:
converts the serial data stream to parallel and slows down the
data rate by a factor of 16, i.e., (2.5-GHz sampling rate)/(16-
sample window) 156.25-MHz data rate. The slowing of the
data rate is necessary to accommodate the speed at which the
detection chip can receive data. Note a reset flag between the
ADC and ASIC coordinates the beginning of a data collection.
The reset signal can be provided by test equipment. In system
integration development, the reset signal would be provided
by a post-processor who would also be collecting the outputs.

C. Signal Detection and Frequency Measurement

1) FFT Design: This is the key component of the monobit
design. The purpose is to eliminate multiplications and keep
only adders in the discrete Fourier transform (DFT) chip
design. The DFT can be written as [2], [3]

(1)

where and is the total number of sampled
input points. In this equation, the result is obtained from
the product of two functions: the input and the kernel
function . If either one of these two functions is
1 b (monobit), i.e., or 1, the operation requires only

additions. With limited investigation, it appears that it is easier
to implement the monobit kernel function in hardware than
the monobit input. The kernel function is rounded toor 1
and or and this is mapped to a time-decimated, radix-
2 FFT algorithm. The FFT contains 256 points. Sampling at
2.5 GHz the total time is approximately 100 ns, which can be
considered as the minimum pulsewidth. There is no certainty
that the signal will completely fill a 100-ns observation period.
For this case, the signal will be detected in a 200-ns period.
The frequency cell is 1250/128 9.77 MHz. The sensitivity of
the monobit receiver is determined by this bandwidth, but the
sensitivity of the IFM receiver is determined by 1250 MHz and
the video bandwidth. In order to further simplify the design,
the adders are limited to a maximum of 7 b (6-b amplitude
and 1-b sign). If the outputs from the adders are beyond 7 b,
they will be truncated to 7 b.

The FFT ASIC inputs are two 16-b data windows at a rate
of 156.25 MHz. The input stage receives and stores each
16-b data window until 16 windows have been collected,
i.e., total data is (16 windows) (16 data samples/window)

256 data samples. Thus, a complete data set is ready
every (16 windows) (6.4 ns per window) 102.4 ns
where the window sampling circuitry is feeding the FFT chip
every (0.4-ns ADC sampling rate) (16 samples) 6.4 ns.
Therefore, each stage of the pipeline is being designed to a
maximum of 102.4-ns worst-case processing.

2) Frequency Selection Logic:This is one of the most dif-
ficult designs in electronic-warfare receivers with multiple-
signal capability. The goal is to select the correct input
frequencies and avoid picking up spurious responses. Since
the number of input signals is unknown, it is difficult to obtain
the correct answer, especially if high instantaneous dynamic
range is desired. In the monobit receiver design, the maximum
number of signals to be processed is limited to two. Thus, the
receiver is only required to determine between zero and two
signals. In addition, the instantaneous dynamic range of this
receiver is low, because of the RF front-end design and the
2-b ADC. These two requirements simplify the logic frequency
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Fig. 2. Experimental setup.

TABLE I
RESULTS FROM ONE SIGNAL

design significantly. One only needs to check the two highest
peaks in the frequency domain to see whether they cross
certain thresholds.

In the FFT chip, the frequency-selection logic mainly pro-
vides two outputs to a post-processor: the 7-b frequency bin
of the highest amplitude signal plus a data valid flag, and the
7-b frequency bin of the second highest amplitude signal plus
a data valid flag.

III. EXPERIMENTAL RESULTS

Since the RF limiting amplifier and 2-b ADC are highly
nonlinear, it is difficult to accurately simulate the results. An
experimental setup was used to evaluate the performance of the
receiver. The experimental setup is shown in Fig. 2, where the
limiting amplifier has a gain of approximately 60 dB. The input
bandwidth of this setup was 1 GHz (from 1.375 to 2.375 GHz).

A Tektronix TDS 684A oscilloscope was used as the ADC
to collect the digitized data. The scope operated at 2.5 GHz and
had 8-b output. The 8-b outputs were converted to 2-b through
a software program. These 2-b data were processed through
a 1-b kernel function simulated in a computer program. The
maximum number of output bits of the adders was limited
to seven to reduce hardware when it is fabricated on a chip.
The highest two frequencies to cross certain thresholds will
be declared as the desired signals. These threshold values
are eight and four for 7-b FFT (18 and 10 for 8-b FFT).
8-b outputs were also used in the simulation to check the
difference with 7 b.

First, no signal was applied to the input, and the program
was run to detect false alarms. For 350 000 runs there is
no false alarm, but this only represents 35 ms (350 000
100 10 ) in real testing time. Second, one signal with
random frequency was applied to the input of the setup with

amplitude ranges from 70 to 10 dBm in 10-dB steps. At
each power level, 100 runs were performed. If the output
frequency is within 6 MHz of the input signal, it is considered
as the correct answer. The results are shown in Table I. The
frequency reading was always correct. However, some spurs
were recorded as a second signal. Third, when the input signal
amplitude was at 75 dBm, the receiver detected the input
signal 88% of the time and generated one false alarm. Finally,
two simultaneous signals were applied to the input. The two
signals were random in frequency, but their amplitude must be
very close, otherwise the receiver will miss the weaker signal.
The minimum frequency separation was 20 MHz (slightly
wider than two-channel width) and the maximum amplitude
separation was set to 5 dB. If the two signals are separated
by more than 5 dB, the receiver will read the strong signal
only. One signal amplitude changed from 10 to70 dBm in
10-dB steps. At each of these power levels the second signal
changed from 0 to 5 dB with respect to the first signal in
1-dB steps. At each combination of power levels, 100 runs
were taken. The results are shown in Table II. The receiver
usually reads both frequencies correctly when the two signals
are close in amplitude.

Sometimes the receiver misses both signals, because neither
signal crosses the threshold. Sometimes, the receiver reads
a spurious signal rather than the true signal. In this table,
each value was obtained from 900 runs. The overall perfor-
mance of the receiver can be considered as follows: 99.89%
(100%–0.11%) probability of detection and 1.37% of false
data for 7-b FFT and 99.87% (100%–0.13%) probability of
detection and 0.76% of false data for 8-b FFT. Thus, the 8-b
output is slightly better than the 7-b output.

The performance of the monobit receiver can only be
measured because the front end of the receiver is nonlinear
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TABLE II
RESULTS FROM TWO SIGNALS

TABLE III
COMPARISON OF TYPICAL IFM AND MONOBIT RECEIVERS

and the 2-b ADC is also highly nonlinear. The performance
of a typical IFM receiver is known from existing operational
hardware. Table III compares the performance of these two
receivers.

IV. I MPLEMENTATION

In this monobit receiver, the analog signal is first sampled
at 2.5 GHz and then converted to 2-b digital data. The bit
stream is then demultiplexed by two 1-to-16 demultiplexers to

produce 32-b parallel data. These 32-b parallel data are then
fed into the designed ASIC where the signals will be detected.
Because the ASIC is doing a 256-point FFT, 256-point inputs
will be required. Each point contains 2 b and, thus, a total of
512 b of input data. As the demultiplexer can only do 32 b
of multiplexing at a time, demultiplexing needs to be done 16
times before all 512 b of input data can be obtained. Thus, a
complete set of inputs will be available every 102.4 ns. Con-
sequently, the ASIC processes the input data at such a rate too.
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Fig. 3. Overall block diagram for the FFT chip.

The overall block diagram for the FFT chip is shown in
Fig. 3. The inputs to the chip are 32-b data, a reset signal
and an input clock. The outputs of the FFT chip consist of
two sets of data. The first set of data (highest address and
flag) shows the address of the signal with the highest peak.
The flag indicates the validity of the address. The address is
valid when the flag shows one. The second set of data (second
highest address and flag) shows the address of the signal with
the second highest peak. Similarly, its corresponding flag is
used to indicate the validity of the address. This flag will be
zero when there is no second signal that has amplitude close
to the first one.

A. Overall Description of the FFT Chip

This section gives an overall description of the ASIC
with explanation on the function of each subsystem. The
detailed description of each subsystem will be covered in the
subsequent sections. As mentioned in the earlier section, the
256 sets of inputs will be loaded about every 102.4 ns. Thus, in
order to attain this speed, the whole chip is broken down into
five different subsystems pipelined together. The processing
in each subsystem will be completed within 102.4 ns with
the results conveyed over to the following subsystem. The
ASIC design consists of 5 pipelined subsystems shown in
Fig. 3:

1) input subsystem;
2) FFT subsystem;
3) initial sorting subsystem;
4) squaring and addition subsystem;
5) final sorting subsystem.

The ASIC inputs (reset, clock (clk), and 32-b data) are
directed into the input subsystem. The function of the input
subsystem is to receive 32 b of parallel input data that flow in
consecutively from the demultiplexer, store them, and finally
produce 256 sets of real numbers for the FFT subsystem. Each

set of the number is a 2-b binary number. The other function
of the subsystem is to produce a system clock to drive all the
pipelined flip-flops in each stage. The subsystem also produces
another three clocks (clkout1, clk out2, and clkout3) to be
used in the initial sorting subsystem.

The main function of the FFT subsystem is to perform FFT
on the 256 sets of input data. The results of the transform
are 128 sets of output data. Each set of this output data is
limited to a 7-b real number and a 7-b imaginary number (6-b
magnitude and 1-b sign). Thus, after performing the absolute
operation on these two 7-b numbers, the FFT generates two
6-b numbers. Actually, there should be 256 sets of output data;
however, since the other 128 sets of the results are conjugate
to these 128 sets of data, the conjugate sets are not used in
order to save space. The outputs from this subsystem are fed
into the initial sorting subsystem.

The main function of the initial sorting subsystem is to
locate a maximum of four signals from the 128 sets of output
data of the FFT subsystem that have the highest amplitudes.
A physical circuit to sort all 128 signals would be very large
and, therefore, not practical. Having found the highest signals,
the addresses, real and imaginary numbers, and flag bits of
these signals will be stored in registers.

With the data obtained from initial sorting subsystem, the
squaring and addition subsystem will square the real and
imaginary numbers of each set of data and these two results
are added together within its own set. The maximum outputs
of this subsystem are four sets of data available to be sent to
the final sorting subsystem. Each set of these data consists of
a 7-b address, flag bit, and 13-b computed result.

The function of the final sorting subsystem is to determine
from its four sets of input data, the addresses of the two signals
with the highest and second highest amplitudes. The outputs
from this subsystems are a 7-b address and a flag bit for each
of the highest and the second highest signals. If there is not
any signal present, the two flag bits will be zero. Likewise,
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Fig. 4. Block diagram of the input subsystem.

if there is only one signal present, the second flag bit will be
zero, indicating that there is only one signal.

B. Input Subsystem

This section gives a description of the input subsystem,
shown in Fig. 4. The inputs (reset, clock (clk), and 32-b data)
to the chip are directed to the input subsystem. The main
function of the input subsystem is to receive 32 b of parallel
input data that consecutively flow in, store them, and finally
produce 256 sets of real numbers for the FFT subsystem. Each
set of the number is a 2-b binary number. The other function
of this subsystem is to produce a system clock to drive all the
pipelined flip-flops in each stage. The subsystem also produces
three clocks (clkout1, clk out2, and clkout3) to be used in
the initial sorting subsystem.

At the front end of the subsystem is a 16-b shift register.
An one at its reset pin will reset all its outputs to zero except

which will be one. With the reset signal at zero and clock
pulses going into this register, the one atwill be shifted to

, then and so on until and then back to again.
The 32-b input data from the external pins are connected
simultaneously to 32 16-b latches (to ). However, only
two of these latches will be enabled at a time by the enable
signal from the 16-b shift register. At the end of 16 clock
pulses, all the latches would have been loaded with input
data consisting of a total of 512 b. These 512 b of data will
have to be written into the flip-flops in the pipelined flip-flop

stage one before they are overwritten by the subsequent inflow
data. The clock that drives this component is outclk produced
when or is high. This outclk will also be used to
synchronize all other pipelined flip-flops in other stages. As the
out clk stretches for a duration from to , thus to prevent
informations in latches to from being overwritten by the
incoming data, the earlier informations will first be transferred
over to temporary registers. This is done by a clock named
tempclk at the time duration when or is high. The
purpose ofORing and is to lengthen the pulsewidth
of the outclk as it is the system clock to be used to drive
all other pipelined flip-flops in the rest of the subsystems.
Similarly, three other clocks, outclk1, out clk2, and outclk3,
are generated and to be used in the initial sorting subsystem.

C. FFT Subsystem

This section gives a description of the FFT Subsystem,
shown in Fig. 5. The main function of the FFT subsystem
is to perform the FFT on the 256 sets of input data. The result
of the transform is a 128 sets of output data. Each set of
this output data comprises of a 6-b real number and a 6-b
imaginary number. The outputs from this subsystem are fed
into the initial sorting subsystem.

There are nine levels of transformation to be done in this
subsystem. Each level of transformation comprises of approx-
imately 256 operations. As shown in Fig. 5, the operations
are identified as or . All the operations are either
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Fig. 5. Block diagram for the FFT subsystem.

TABLE IV

2-b Input Coding Informtion
00 -3
01 -1
10 +1
11 +3

an addition or subtraction of two numbers. Beside this, it
can also be a bypass, complement, or no operation. The
operations are determined by the 256-point FFT architecture
(no multiplication because the kernel function is 1 b).

The inputs to this subsystem are 256 set of data. Each set
of data is 2 b. The codes of this 2-b data are as shown in
Table IV.

The transformation of the 2-b input into the coded infor-
mation is done at the first level namely the “ b stage.”
Each of the 2-b inputs is first multiplied by two and then
subtracted by three. The first level starts with a 2-b operation
and produces 4-b results (see explanation in Fig. 5). It is then
followed by the 4-, 5-, and 6-b operation stages at level two,
three, and four, respectively. From level five until level eight,
all operations are 7 b. In these levels, the inputs are 7 b. The
results obtained after the operation are 8 b, which are then
truncated to 7 b by discarding the least significant bit.

The last level (level nine) is slightly different in the sense
that the operations produce 7-b results. These results are in
two’s complement form. In order to obtain an absolute number

at the output of the subsystem, an “absolute operations” stage
denoted by has been added after level nine. This stage
converts all the 7-b results obtained from level nine into 6-b
positive numbers.

The outputs from the FFT subsystem are 128 sets of data.
Each set of this output data consists of a 6-b real number
and a 6-b imaginary number. They are stored into flip-flops in
the pipelined flip-flop stage two. Here the clock that does the
latching is outclk from the input subsystem. These outputs
are then fed to the initial sorting subsystem.

D. Initial Sorting Subsystem

This section gives a description of the initial sorting sub-
system, as shown in Fig. 6. The main function of the initial
sorting subsystem is to locate the addresses of a maximum of
four signals from the 128 sets of output data of FFT subsystem
that have the highest amplitudes. Only these signals will be
squared and summed in the following operation instead of
performing squaring and summation on all 128 outputs. The
inputs to this subsystem are clk1, clk2, and clk3 from the input
subsystem. Besides these signals, there are also 128 sets of 6-
b real and imaginary data from the FFT subsystem. These
128 sets of 6-b real and imaginary data are first fed to 128

-comparators (see Fig. 7). Here, the real and imaginary data
are compared with two different threshold values, which are
set at eight and four for 7-b FFT (set at 18 and 10 for 8-b FFT).
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Fig. 6. Block diagram for the initial sorting subsystem.

In the following discussion, we use 7-b FFT as an example.
The results of the comparisons are fed to inputsand of a
multiplexer controlled by theSelline. If any of the 128 sets of
inputs, whether real or imaginary, exceeds the threshold value
eight, theSel line will be set to zero, outputting the high level
comparison result through the multiplexer. However if none
of the 128 sets of inputs exceeds the threshold value 8,Sel
line will be set to one, outputting the low-level comparison
result through the multiplexer. Therefore, the high threshold
indication line of all the 128 -comparators are connected to
an OR gate to produceSel signal (see Fig. 6).

The reason of using two threshold levels is due to the non-
linear effect of the RF front end. Two thresholds can increase
probability of detection and also reduce false detection. The
rule of using two thresholds is that if the high threshold is
crossed, neglect the low one. If the high threshold is not
crossed, use the low one. Fig. 8(a) shows one strong signal

cross the high threshold and a spur cross the low threshold.
Under this condition, the high threshold is used for detection.
The signal is detected and the spur is neglected. In Fig. 8(b),
neither signal crosses the high threshold, but both signals
cross the low one. Under this condition, the lower threshold
is used for detection. If only the high threshold is used, the
receiver will miss signals as shown in Fig. 8(b). If only the low
threshold is used, the receiver will generate a false detection,
as shown in Fig. 8(a).

The search for four highest signal is completed within
two cycles with search for two per cycle. The outputs from
the multiplexer of the 128 -comparators are latched into a
latching module by clk1. The outputs from the latching module
are fed into two 128-b input priority encoders. One encoder
searches its inputs in ascending order from0 to 127 and
produces the address of the first active line it encounters.
The other priority encoder searches its inputs in descending
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Fig. 7. Circuit diagram for theS-comparator.

(a)

(b)

Fig. 8. Single signal and dual signal detection. (a) Single signal. (b) Dual
signal.

order from 127 to 0 and similarly produces the address of
the first active line it encounters. The two addresses found
and their flag signals are latched into the flag and address
latch zero and one by clk2. During the same instances, these
two addresses are also fed back to the latching module to
clear the corresponding active lines that have already been
encoded. That starts the second cycle of search for the next
two highest signals. The next active lines in the two priority
encoders will then be encoded into the next two addresses.
This time they are, together with their flag bits, latched into
the flag and address latch two and three by clk3. The addresses
from the flag and address latches are then decoded by four
7–128 decoders, which consequently enable the selected tri-
state buffers and allow the real and imaginary data, addresses,
and flag bits of the four highest signals to be loaded into the
flip-flops in the pipelined flip-flop stage three. The outputs
from these flip-flops are fed to the squaring and addition
subsystem.

E. Squaring and Addition Subsystem

This section gives a description of the squaring and addition
subsystem, shown in Fig. 9. With the data obtained from the
initial sorting subsystem, the squaring and addition subsystem
will square the real and imaginary numbers of each set of
data and these two results are added together within its own
set. The output of this subsystem are four sets of data which
are inputs to the final sorting subsystem. Each set of the data
consists of a 7-b address, flag bit, and 13-b computed result.

From the block diagram in Fig. 9, it can be seen that the
subsystem consists of four blocks of identical circuits. A
detailed look at the block of circuit reveals that it consists
of two squaring circuits to square the real and imaginary data.
The obtained results are then added together in a 12-b adder
to produce a 13-b result. No operation has been done on the
address and flag lines coming into the subsystem. Eventually
these addresses, flag bits, and computed results are latched into
the flip-flops in the pipelined flip-flop stage four by outclk
generated from the input subsystem. The outputs from these
flip-flops are then fed to the final sorting subsystem.

F. Final Sorting Subsystem

This section gives a description of the final sorting sub-
system, shown in Fig. 10. The function of the final sorting
subsystem is to determine from its four-set input data the
addresses of the two signals with the two highest amplitudes.
The outputs from this subsystem are 7-b addresses and flag bits
of the highest and the second highest signals. If there is not
any signal present, the two flag bits will be zeros. Likewise,
if there is only one signal present, the second flag bit will be
zero, indicating that there is not any second highest signal.

From the block diagram, it can be seen that there exist four
13-b comparators. The four sets of input data from the squaring
and addition subsystem are connected to two comparators
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Fig. 9. Block diagram for squaring and addition subsystem.

and . First and are signals used to indicate the
greater of the two input data in the comparators and .

and are 2–1 multiplexers that allow only the greater
input data from and the greater input data from to
go into comparator . Comparator is used to find the
highest signal of the four. is the result of the comparator

. Similarly, and are also 2–1 multiplexers. This time
they are controlled by signals , , and . Selected input
data will flow into comparator , which is used for detecting
the second highest signal. is the result of this comparator.

The value of , , , and are fed into a location
encoder circuit (see Fig. 11). This circuit will produce five
signals. and are signals used to enable the tri-state
buffers for loading the highest signal address and flag bit to
the flip-flops. and are signals used to enable the tri-
state buffers for loading the second highest signal address and
flag bit into the flip-flops. The selected signals output from the
tri-state buffers are latched into the flip-flops in the pipelined
flip-flop stage five and the outputs of these flip-flops are then
connected to the output pins of the chip.

G. Layout and Simulation Results

The ASIC is designed using double-metal 0.5-m scalable
CMOS technology and packaged in an 84-pin CPGA. The
number of primary inputs and outputs of ASIC are 34 and
16, respectively. The ASIC is broken down into five different
subsystems pipelined together and is estimated to perform at

TABLE V
TRANSISTOR COUNT AND SILICON AREA OF EACH SUBSYSTEM

a speed of 156.25 MHz. The chip contains about 812 931
transistors and has a die size of approximately 15 mm15
mm. The transistor count and silicon area after cell routing
and optimization of each pipelined system are calculated and
shown in Table V. The process in each subsystem is completed
within 102.4 ns with the timing conveyed over to each
subsystem as shown in Table VI. Two different simulators,
Hspice and Compass Qsim, were used to perform the post-
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Fig. 10. Block diagram for the final sorting subsystem.

layout timing verification. The Hspice simulator, which is
a transistor-level simulator, provides a more accurate timing
analysis. However, its effective application is limited to small
circuits. Thus, Hspice simulations were performed only on
circuits whereby the timing is critical. As for the rest of
the chip, Qsim simulations were performed. For this second-
round simulation, the extracted parasitic capacitances and
resistances of the routed netlists will be back-annotated to
the Qsim simulator. Although timing analysis with Qsim is
not as accurate as Hspice, it should be sufficient for timing
verification after critical circuits have already been verified to
meet the timing requirements. The design and performance
statistics are summarized in Table VII.

V. CONCLUSIONS

From the limited data collected, it appears that the monobit
receiver can process two simultaneous signals. The perfor-
mance of this monobit receiver compared with a typical
IFM receiver is also presented in this paper. This receiver
is designed to replace the existing IFM receivers which can
process only one signal.

The simulation results of this monobit receiver should
be improved through some logic circuit-design changes. A
chip is being designed to take digitized data as input and

TABLE VI
TIMING ANALYSIS OF EACH SUBSYSTEM. NOTE: THE TIMING

ANALYSIS INCLUDES THE DELAY OF EACH PIPLINED FLIP-FLOPS

perform the monobit FFT. The chip also includes the frequency
selection logic to select the correct input frequencies and avoid
picking up spurious responses. The monobit receiver hardware
including the ADC, demultiplexers and ASIC will be initially
implemented as a proof-of-concept printed circuit board. A
future iteration envisions implementation as a single multichip
module. The overall performance can only be obtained when
the receiver is built in hardware. The results are expected to
have major practical impact in receiver systems as well as in
other applications.
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Fig. 11. Logic derivation for the location encoder.

TABLE VII
DESIGN AND PERFORMANCE STATISTICS

Several technical issues are currently under investigation
to improve this monobit receiver. For example, the detection
threshold settings need additional study, since the receiver
will miss both signals if neither crosses threshold. The current
overall performance of the receiver, as shown by simulation
experiments, is 99.89% probability of detection and 1.37% of

false data for 7-b FFT, and 99.87% probability of detection
and 0.76% of false data for 8-b FFT.
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