IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 45, NO. 12, DECEMBER 1997 2283

Chip Design for Monobit Receiver

David S. K. Pok, Chien-In Henry Chemnember, IEEE John J. Schamus,
Christine T. Montgomery, and James B. Y. TskEéllow, IEEE

Abstract— A design for the monobit-receiver application- This paper presents a very simple digital-receiver design
specific integrated circuit (ASIC) will be described. The monobit as an replacement for the analog IFM receivers. The digital
receiver is a wide-band (1-GHz) digital receiver designed for design can cover 1-GHz bandwidth and can correctly process

electronic-warfare applications. The receiver can process two imul . | hi . f .
simultaneous signals and has the potential for fabrication two simultaneous signals. This design uses a fast Fourier trans-

on a single multichip module (MCM). The receiver consists form (FFT) to obtain frequencies on up to two simultaneous
of three major elements: a nonlinear RF front end, a signal signals. It has a better sensitivity than IFM receivers because
sampler and formatting system (analog-to-digital converter the FFT channelizes the input into narrower bandwidth. It
(ADC) and demultiplexers), and a patented “monobit” algorithm has fine frequency resolution (able to separate two close

implemented as an ASIC for signal detection and frequency frequencies) and good frequency accuracy. The single- and
measurement. The receiver's front end, ADC, and algorithm q 9 q y Y- g

experimental performance results were previously presented two-signal spur-free dynamic ranges are very high. The only
[1]. The receiver uses a 2-b ADC operating at 2.5 GHz whose deficiency in this design is that the instantaneous dynamic

outputs are collected and formatted by demultiplexers for range (receiving a strong and a weak signal simultaneously) is
presentation to the ASIC. The ASIC has two basic functions: low. This paper presents the: 1) technical approach to design

to perform a fast Fourier transform (FFT) and to determine th . bit . licati ific int ted
the number of signals and report their frequencies. The Asic € TECEIVEr monobit-receiver appiication-specific integrate

design contains five stages: the input, the FFT, the initial sort, Circuit (ASIC); 2) experimental results; and 3) performance
the squaring and addition, and the final sort. The chip will comparison with a typical IFM receiver.

process the ADC outputs in real time, reporting detected signal

frequencies every 102.4 ns.

- . Il. MONOBIT RECEIVER
Index Terms—Analog-to-digital converter (ADC), fast Fourier

transform (FFT), instantaneous frequency measurement (IFM)  The design of this receiver can be divided into three areas,

receivers. as shown in Fig. 1. They are the RF front end, the analog-
to-digital converter (ADC), and data-formatting circuitry, and
an ASIC to perform the FFT operation and the frequency

I. INTRODUCTION selection.

HE characteristics of instantaneous frequency measure-
T ment (IFM) receivers make them suitable for electronid: RF Front End
warfare applications. An IFM receiver has a wide instanta- The RF front end will be similar to a conventional IFM
neous RF bandwidth—sometimes as much as several octaveseiver. The input signal will pass a bandpass filter followed
The receiver can measure short pulses with high-frequermy a limiting amplifier with a 60-dB gain to amplify the
accuracy (i.e., 1-MHz resolution on 100-ns pulse). A connput and limit the output at a constant level. After the
ventional IFM receiver is limited to processing only ondimiting amplifier, another bandpass filter limits the out-of-
signal. If two signals arrive at the receiver simultaneouslpand noise [1]. In an IFM receiver this second filter is not
the receiver may generate erroneous information without theeded. In this design, the filters have a passband from 1.375
operator knowing. Various techniques have been used to detec2.375 GHz. This design will provide high single-signal
the existence of simultaneous signals or detect the existenigmamic range. The two-tone spur-free dynamic range is also
of erroneous frequency, but only limited success has beleigh because the receiver processes only two signals and the
achieved. spurs will be neglected. The nonlinear characteristic of the
limiting amplifier will cause capture effect, which limits the
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Fig. 1. Three areas of monobit receiver.

the ADC should operate at approximately 2.5 GHz. The twadditions. With limited investigation, it appears that it is easier
lowest unambiguous ranges are from 0 to 1.25 and 1.8bimplement the monobit kernel function in hardware than
to 2.5 GHz. A 1-GHz portion (1.375-2.375 GHz) from theéhe monobit input. The kernel function is rounded+ar —1
second unambiguous frequency range is selected as the ignd + or —;j and this is mapped to a time-decimated, radix-
bandwidth. The second bandpass filter in the RF chain remo&§&FT algorithm. The FFT contains 256 points. Sampling at
the noise in the 0-1.25-GHz range. The input frequen@5 GHz the total time is approximately 100 ns, which can be
response of the ADC must be high enough to accommodatnsidered as the minimum pulsewidth. There is no certainty
the input bandwidth of the receiver. that the signal will completely fill a 100-ns observation period.
The input signal is first passed to the ADC, which sampléor this case, the signal will be detected in a 200-ns period.
the signal every 0.4 ns to produce 2-b amplitude measufihe frequency cell is 1250/128 9.77 MHz. The sensitivity of
ments. Each bit is then passed to an associated windowthg monobit receiver is determined by this bandwidth, but the
circuitry, which collects a 16 sample serial window of datsensitivity of the IFM receiver is determined by 1250 MHz and
and outputs the data in parallel to the detection algoriththe video bandwidth. In order to further simplify the design,
chip. Thus, the windowing circuitry has two key functionsthe adders are limited to a maximum of 7 b (6-b amplitude
converts the serial data stream to parallel and slows down #ed 1-b sign). If the outputs from the adders are beyond 7 b,
data rate by a factor of 16, i.e., (2.5-GHz sampling rate)/(1fey will be truncated to 7 b.
sample window)= 156.25-MHz data rate. The slowing of the The FFT ASIC inputs are two 16-b data windows at a rate
data rate is necessary to accommodate the speed at whichoth@56.25 MHz. The input stage receives and stores each
detection chip can receive data. Note a reset flag between 1lgeb data window until 16 windows have been collected,
ADC and ASIC coordinates the beginning of a data collectione., total data is (16 windowsy (16 data samples/window)
The reset signal can be provided by test equipment. In system256 data samples. Thus, a complete data set is ready
integration development, the reset signal would be providegery (16 windows)x (6.4 ns per window)= 102.4 ns
by a post-processor who would also be collecting the outpuighere the window sampling circuitry is feeding the FFT chip
every (0.4-ns ADC sampling rate) (16 samples)= 6.4 ns.
C. Signal Detection and Frequency Measurement Therefore, each stage of the pipeline is being designed to a

1) FFT Design: This is the key component of the monobifM@imum of 102.4-ns worst-case processing. .
design. The purpose is to eliminate multiplications and keep2) Frequency Selection LogicThis is one of the most dif-

only adders in the discrete Fourier transform (DFT) ChchuIt designs in electronic-warfare receivers with multiple-
design. The DFT can be written as [2], [3] signal capability. The goal is to select the correct input
frequencies and avoid picking up spurious responses. Since

—iamkn/N the number of input signals is unknown, it is difficult to obtain
X(k) = Z w(n)e/2mhn/N (1) the correct answer, especially if high instantaneous dynamic
=0 range is desired. In the monobit receiver design, the maximum
where j = /—1 and N is the total number of samplednumber of signals to be processed is limited to two. Thus, the
input points. In this equation, the result is obtained fromeceiver is only required to determine between zero and two
the product of two functions: the input(n) and the kernel signals. In addition, the instantaneous dynamic range of this
function e=727*/N |f either one of these two functions isreceiver is low, because of the RF front-end design and the
1 b (monobit), i.e.,+ or —1, the operation requires only2-b ADC. These two requirements simplify the logic frequency

N—-1
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Fig. 2. Experimental setup.
TABLE |
RESULTS FROM ONE SIGNAL
Found Actual Signal (%) Found False Signal (%)
FFT FFT
7-bit 8-bit 7-bit 8-bit
Single Signal input 100.0 100.0 0.90 0.44

7-bit FFT: The adders in FFT design are limitted to a maximum 7 bits.
If the outputs are beyond 7 bits, they are truncated to 7 bits.

8-bit FFT: The adders in FFT design are limitted to a maximum 8 bits.
If the outputs arc beyond 8 bits, they are truncated to 8 bits,

design significantly. One only needs to check the two highestplitude ranges from-70 to 10 dBm in 10-dB steps. At

peaks in the frequency domain to see whether they crassch power level, 100 runs were performed. If the output

certain thresholds. frequency is within 6 MHz of the input signal, it is considered
In the FFT chip, the frequency-selection logic mainly proas the correct answer. The results are shown in Table I. The
vides two outputs to a post-processor: the 7-b frequency Birequency reading was always correct. However, some spurs
of the highest amplitude signal plus a data valid flag, and the&ere recorded as a second signal. Third, when the input signal

7-b frequency bin of the second highest amplitude signal plegplitude was at-75 dBm, the receiver detected the input
a data valid flag. signal 88% of the time and generated one false alarm. Finally,
two simultaneous signals were applied to the input. The two
Ill. EXPERIMENTAL RESULTS signals were random in frequency, but their amplitude must be

Since the RF limiting amplifier and 2-b ADC are highlye"Y close, otherwise the receiver will miss the weaker signal.

nonlinear, it is difficult to accurately simulate the results. AfNe minimum frequency separation was 20 MHz (slightly

experimental setup was used to evaluate the performance offfider than two-channel width) and the maximum amplitude

receiver. The experimental setup is shown in Fig. 2, where tigParation was set to 5 dB. If the two signals are separated
limiting amplifier has a gain of approximately 60 dB. The inpupY More than 5 dB, the receiver will read the strong signal
bandwidth of this setup was 1 GHz (from 1.375 to 2.375 GHZNlY- One signal amplitude changed from 10430 dBm in-

A Tektronix TDS 684A oscilloscope was used as the AD 0-dB steps. At each of these power levels the second signal
to collect the digitized data. The scope operated at 2.5 GHz gHtnged from 0 to-5 dB with respect to the first signal in
had 8-b output. The 8-b outputs were converted to 2-b througtfiB steps. At each combination of power levels, 100 runs
a software program. These 2-b data were processed throM§e taken. The results are shown in Table Il. The receiver
a 1-b kernel function simulated in a computer program. Thsually reads both frequencies correctly when the two signals
maximum number of output bits of the adders was limite@re close in amplitude.
to seven to reduce hardware when it is fabricated on a chip.Sometimes the receiver misses both signals, because neither
The highest two frequencies to cross certain thresholds wiignal crosses the threshold. Sometimes, the receiver reads
be declared as the desired signals. These threshold val@espurious signal rather than the true signal. In this table,
are eight and four for 7-b FFT (18 and 10 for 8-b FFT)each value was obtained from 900 runs. The overall perfor-
8-b outputs were also used in the simulation to check theance of the receiver can be considered as follows: 99.89%
difference with 7 b. (100%-0.11%) probability of detection and 1.37% of false

First, no signal was applied to the input, and the progradgata for 7-b FFT and 99.87% (100%—-0.13%) probability of
was run to detect false alarms. For 350000 runs theredstection and 0.76% of false data for 8-b FFT. Thus, the 8-b
no false alarm, but this only represents 35 ms (350800 output is slightly better than the 7-b output.

100 x 1079) in real testing time. Second, one signal with The performance of the monobit receiver can only be
random frequency was applied to the input of the setup witheasured because the front end of the receiver is nonlinear
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TABLE 1
REsuLTS FROM TWO SIGNALS
Magnitude of Found 1st Found 2nd Found Found Found
2nd Singal vs. Signal Signal Both Neither False
1st Signal (dB) (%) (%) Signals (%) Signal (%) Signal (%)
FFT FFT FFT FFT FFT
7-bit | 8-bit 7-bit | 8-bit 7-bit | 8-bit 7-bit | 8-bit 7-bit | 8-bit
0 69.1 | 68.1 731 | 65.0 423 | 333 0.11 ] 0.22 1.0 0.44
-1 82.6 | 82.7 581 | 47.2 409 | 30.1 022 | 0.22 1.3 0.56
2 92.3 | 89.0 386 | 358 304 | 249 0.11 | o011 20 (078
-3 949 |96.1 267 | 19.2 212 ] 153 0.0 0.00 1.7 1.44
-4 97.8 | 98.6 17.9 | 115 159 | 10.1 022 | 011 1.3 0.78
-5 99.2 | 99.5 11.7 | 5.11 159 | 47 0.0 0.11 0.89 | 0.56
average 89.3 | 89.0 37.7 | 30.60 27.8 | 19.7 0.11 013 1.37 | 0.76
TABLE 1l
ComPARISON OF TYPICAL IFM AND MONOBIT RECEIVERS
IFM Monobit
PARAMETER receiver receiver
Evaluation Method Measured Simulated. -
Sampling Rate (GHz) NA 2.5
Points of FFT NA 256
Bandwidth (GHz) 2-16 1
Semsitivity medium high
Number of Signals 1 2
Single Signal Dynamic Range (dB) 70 75
2 Signal Spurfree DR (dB) NA 75
2 Signal Instaneous DR (dB) NA 4
Channel Bandwidth (MHz) 2000 - 16000 10
Frequency Accuracy (MHz) 1 6
Time Resoultion (ns) NA 100
Minimum Pulse Width (ns) 100 200

and the 2-b ADC is also highly nonlinear. The performangeroduce 32-b parallel data. These 32-b parallel data are then
of a typical IFM receiver is known from existing operationafed into the designed ASIC where the signals will be detected.
hardware. Table Ill compares the performance of these tBecause the ASIC is doing a 256-point FFT, 256-point inputs
receivers. will be required. Each point contains 2 b and, thus, a total of
512 b of input data. As the demultiplexer can only do 32 b
of multiplexing at a time, demultiplexing needs to be done 16
In this monobit receiver, the analog signal is first sampld@nes before all 512 b of input data can be obtained. Thus, a
at 2.5 GHz and then converted to 2-b digital data. The libmplete set of inputs will be available every 102.4 ns. Con-
stream is then demultiplexed by two 1-to-16 demultiplexers sequently, the ASIC processes the input data at such a rate too.

IV. IMPLEMENTATION
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Fig. 3. Overall block diagram for the FFT chip.

The overall block diagram for the FFT chip is shown irset of the number is a 2-b binary number. The other function
Fig. 3. The inputs to the chip are 32-b data, a reset sigraflthe subsystem is to produce a system clock to drive all the
and an input clock. The outputs of the FFT chip consist gipelined flip-flops in each stage. The subsystem also produces
two sets of data. The first set of data (highest address ambther three clocks (clautl, clkout2, and clkout3) to be
flag) shows the address of the signal with the highest pealsed in the initial sorting subsystem.

The flag indicates the validity of the address. The address isThe main function of the FFT subsystem is to perform FFT
valid when the flag shows one. The second set of data (secandthe 256 sets of input data. The results of the transform
highest address and flag) shows the address of the signal with 128 sets of output data. Each set of this output data is
the second highest peak. Similarly, its corresponding flag lifited to a 7-b real number and a 7-b imaginary number (6-b
used to indicate the validity of the address. This flag will bmagnitude and 1-b sign). Thus, after performing the absolute
zero when there is no second signal that has amplitude cleggeration on these two 7-b numbers, the FFT generates two
to the first one. 6-b numbers. Actually, there should be 256 sets of output data;
however, since the other 128 sets of the results are conjugate
. ) to these 128 sets of data, the conjugate sets are not used in
A. Overall Description of the FFT Chip order to save space. The outputs from this subsystem are fed

This section gives an overall description of the ASIGnto the initial sorting subsystem.
with explanation on the function of each subsystem. The The main function of the initial sorting subsystem is to
detailed description of each subsystem will be covered in thstate a maximum of four signals from the 128 sets of output
subsequent sections. As mentioned in the earlier section, th@a of the FFT subsystem that have the highest amplitudes.
256 sets of inputs will be loaded about every 102.4 ns. Thus,Anphysical circuit to sort all 128 signals would be very large
order to attain this speed, the whole chip is broken down inghd, therefore, not practical. Having found the highest signals,
five different subsystems pipelined together. The processifig addresses, real and imaginary numbers, and flag bits of
in each subsystem will be completed within 102.4 ns witthese signals will be stored in registers.
the results conveyed over to the following subsystem. Thewjth the data obtained from initial sorting subsystem, the
ASIC design consists of 5 pipelined subsystems shown dguaring and addition subsystem will square the real and

Fig. 3: imaginary numbers of each set of data and these two results
1) input subsystem; are added together within its own set. The maximum outputs
2) FFT subsystem; of this subsystem are four sets of data available to be sent to
3) initial sorting subsystem; the final sorting subsystem. Each set of these data consists of
4) squaring and addition subsystem;, a 7-b address, flag bit, and 13-b computed result.

5) final sorting subsystem. The function of the final sorting subsystem is to determine

The ASIC inputs (reset, clock (clk), and 32-b data) arisom its four sets of input data, the addresses of the two signals
directed into the input subsystem. The function of the inpumtith the highest and second highest amplitudes. The outputs
subsystem is to receive 32 b of parallel input data that flow from this subsystems are a 7-b address and a flag bit for each
consecutively from the demultiplexer, store them, and finallyf the highest and the second highest signals. If there is not
produce 256 sets of real numbers for the FFT subsystem. Eacly signal present, the two flag bits will be zero. Likewise,
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Fig. 4. Block diagram of the input subsystem.

if there is only one signal present, the second flag bit will betage one before they are overwritten by the subsequent inflow
zero, indicating that there is only one signal. data. The clock that drives this component is_olkt produced
when s0 or sl is high. This outclk will also be used to
synchronize all other pipelined flip-flops in other stages. As the
B. Input Subsystem outclk stretches for a duration fros0 to s1, thus to prevent

This section gives a description of the input Subsystem,formations in latches 1 to 4 from being overwritten by the
shown in Fig. 4. The inputs (reset, clock (clk), and 32-b dati)coming data, the earlier informations will first be transferred
to the chip are directed to the input subsystem. The ma@er to temporary registers. This is done by a clock named
function of the input subsystem is to receive 32 b of parallégmpclk at the time duration whenl3 or s14 is high. The
input data that consecutively flow in, store them, and finalgurpose oforing s0 and sl is to lengthen the pulsewidth
produce 256 sets of real numbers for the FFT subsystem. E&EHhe outclk as it is the system clock to be used to drive
set of the number is a 2-b binary number. The other functi@¥ other pipelined flip-flops in the rest of the subsystems.
of this subsystem is to produce a system clock to drive all tdmilarly, three other clocks, owdik1, outclk2, and outclk3,
pipelined flip-flops in each stage. The subsystem also produéé€ generated and to be used in the initial sorting subsystem.
three clocks (clkoutl, clkout2, and clkout3) to be used in
the initial sorting subsystem.

At the front end of the subsystem is a 16-b shift registe>- FFT Subsystem
An one at its reset pin will reset all its outputs to zero except This section gives a description of the FFT Subsystem,
s0 which will be one. With the reset signal at zero and clockhown in Fig. 5. The main function of the FFT subsystem
pulses going into this register, the ones@twill be shifted to is to perform the FFT on the 256 sets of input data. The result
s1, thens2 and so on untils15 and then back ta0 again. of the transform is a 128 sets of output data. Each set of
The 32-b input data from the external pins are connectéils output data comprises of a 6-b real number and a 6-b
simultaneously to 32 16-b latchesl(to #32). However, only imaginary number. The outputs from this subsystem are fed
two of these latches will be enabled at a time by the enalifgo the initial sorting subsystem.
signal from the 16-b shift register. At the end of 16 clock There are nine levels of transformation to be done in this
pulses, all the latches would have been loaded with inpsitibsystem. Each level of transformation comprises of approx-
data consisting of a total of 512 b. These 512 b of data withately 256 operations. As shown in Fig. 5, the operations
have to be written into the flip-flops in the pipelined flip-flopare identified as4 or C. All the C operations are either
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input stage subsystem
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The least significant bit of the result is then discarded.
6) 65 stage perform "C" operation on two 6-bit no. to produce 7-bit result
7) "A" operation will perform absolute operation on its 7-bit input to
produce 6-bit positive no.
8) The "Y" have only 128 sets of output, because the other half of the outputs are
the conjugate of these outputs. Each set of the output is a 6-bit no.
Fig. 5. Block diagram for the FFT subsystem.
TABLE IV at the output of the subsystem, an “absolute operations” stage
- Input Coding Informtion denoted byA has been added after level nine. This stage
00 -3 converts all the 7-b results obtained from level nine into 6-b
01 -1 positive humbers.
i‘; +é The outputs from the FFT subsystem are 128 sets of data.
+

Each set of this output data consists of a 6-b real number
and a 6-b imaginary number. They are stored into flip-flops in
an addition or subtraction of two numbers. Beside this, fhhe pipelined flip-flop stage two. Here the clock that does the
can also be a bypass, complement, or no operation. Tlaéching is outclk from the input subsystem. These outputs
operations are determined by the 256-point FFT architectuaee then fed to the initial sorting subsystem.
(no multiplication because the kernel function is 1 b).
The inputs to this subsystem are 256 set of data. Each set . )
of data is 2 b. The codes of this 2-b data are as shown [fh Initial Sorting Subsystem
Table IV. This section gives a description of the initial sorting sub-
The transformation of the 2-b input into the coded inforsystem, as shown in Fig. 6. The main function of the initial
mation is done at the first level namely th2 3 b stage.” sorting subsystem is to locate the addresses of a maximum of
Each of the 2-b inputs is first multiplied by two and theffiour signals from the 128 sets of output data of FFT subsystem
subtracted by three. The first level starts with a 2-b operatitimat have the highest amplitudes. Only these signals will be
and produces 4-b results (see explanation in Fig. 5). It is thequared and summed in the following operation instead of
followed by the 4-, 5-, and 6-b operation stages at level twperforming squaring and summation on all 128 outputs. The
three, and four, respectively. From level five until level eightpputs to this subsystem are clk1, clk2, and clk3 from the input
all operations are 7 b. In these levels, the inputs are 7 b. Thigbsystem. Besides these signals, there are also 128 sets of 6-
results obtained after the operation are 8 b, which are thkerreal and imaginary data from the FFT subsystem. These
truncated to 7 b by discarding the least significant bit. 128 sets of 6-b real and imaginary data are first fed to 128
The last level (level nine) is slightly different in the sensé&-comparators (see Fig. 7). Here, the real and imaginary data
that the operations produce 7-b results. These results areaig compared with two different threshold values, which are
two’s complement form. In order to obtain an absolute numbeet at eight and four for 7-b FFT (set at 18 and 10 for 8-b FFT).
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Fig. 6. Block diagram for the initial sorting subsystem.

In the following discussion, we use 7-b FFT as an exampleross the high threshold and a spur cross the low threshold.
The results of the comparisons are fed to inpditand B of a  Under this condition, the high threshold is used for detection.
multiplexer controlled by th&elline. If any of the 128 sets of The signal is detected and the spur is neglected. In Fig. 8(b),
inputs, whether real or imaginary, exceeds the threshold valeither signal crosses the high threshold, but both signals
eight, theSelline will be set to zero, outputting the high levelcross the low one. Under this condition, the lower threshold
comparison result through the multiplexer. However if nonis used for detection. If only the high threshold is used, the
of the 128 sets of inputs exceeds the threshold valu§eB, receiver will miss signals as shown in Fig. 8(b). If only the low
line will be set to one, outputting the low-level comparisothreshold is used, the receiver will generate a false detection,
result through the multiplexer. Therefore, the high threshols shown in Fig. 8(a).
indication line of all the 1285-comparators are connected to The search for four highest signal is completed within
an or gate to producesel signal (see Fig. 6). two cycles with search for two per cycle. The outputs from
The reason of using two threshold levels is due to the notire multiplexer of the 128-comparators are latched into a
linear effect of the RF front end. Two thresholds can increat&ching module by clkl. The outputs from the latching module
probability of detection and also reduce false detection. Thee fed into two 128-b input priority encoders. One encoder
rule of using two thresholds is that if the high threshold isearches its inputs in ascending order frento 127 and
crossed, neglect the low one. If the high threshold is nptoduces the address of the first active line it encounters.
crossed, use the low one. Fig. 8(a) shows one strong siglmak other priority encoder searches its inputs in descending
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Fig. 7. Circuit diagram for theS-comparator.
Single Signal E. Squaring and Addition Subsystem
30 . . . - . "
o This section gives a description of the squaring and addition
@ 3% subsystem, shown in Fig. 9. With the data obtained from the
§1o ________________________________ initial sorting subsystem, the squaring and addition subsystem
NIVRTEN TN T will square the real and imaginary numbers of each set of
0 00 Signalmoo 1500 data and these two results are added together within its own
S — set. The output of this subsystem are four sets of data which
g are inputs to the final sorting subsystem. Each set of the data
(b) = ) S Y . ] consists of a 7-b address, flag bit, and 13-b computed result.
£ A ’\ A\ From the block diagram in Fig. 9, it can be seen that the
oLl A s hon panfwlian subsystem consists of four blocks of identical circuits. A

0 500 1000 1500

Frequency (MHz) detailed look at the block of circuit reveals that it consists

of two squaring circuits to square the real and imaginary data.
Fig. 8. Single signal and dual signal detection. (a) Single signal. (b) Du&h€ obtained results are then added together in a 12-b adder
signal. to produce a 13-b result. No operation has been done on the
address and flag lines coming into the subsystem. Eventually
) ) o these addresses, flag bits, and computed results are latched into
order from:127 to:0 and similarly produces the address ofe flip-flops in the pipelined flip-flop stage four by atlk
the first active line it encounters. The two addresses fou@@nerated from the input subsystem. The outputs from these

and their flag signals are latched into the flag and addrqﬁﬁ_ﬂops are then fed to the final sorting subsystem.
latch zero and one by clk2. During the same instances, these

two addresses are also fed back to the latching module to
clear the corresponding active lines that have already been
encoded. That starts the second cycle of search for the nexthis section gives a description of the final sorting sub-
two highest signals. The next active lines in the two prioritgystem, shown in Fig. 10. The function of the final sorting
encoders will then be encoded into the next two addressssbsystem is to determine from its four-set input data the
This time they are, together with their flag bits, latched intaddresses of the two signals with the two highest amplitudes.
the flag and address latch two and three by clk3. The addres$he outputs from this subsystem are 7-b addresses and flag bits
from the flag and address latches are then decoded by foféithe highest and the second highest signals. If there is not
7-128 decoders, which consequently enable the selected ary signal present, the two flag bits will be zeros. Likewise,
state buffers and allow the real and imaginary data, addressethere is only one signal present, the second flag bit will be
and flag bits of the four highest signals to be loaded into tlzero, indicating that there is not any second highest signal.
flip-flops in the pipelined flip-flop stage three. The outputs From the block diagram, it can be seen that there exist four
from these flip-flops are fed to the squaring and additiatB-b comparators. The four sets of input data from the squaring
subsystem. and addition subsystem are connected to two comparators

Final Sorting Subsystem
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Fig. 9. Block diagram for squaring and addition subsystem.
and U2. First Z0 and Z1 are signals used to indicate the TABLE V

greater of the two input data in the comparatdis and U2.

TRANSISTOR COUNT AND SILICON AREA OF EACH SUBSYSTEM

Y0 and Y1 are 2-1 multiplexers that allow only the greater

Area (sq.um)

input data fromU1 and the greater input data frobi2 to Subsystem Transistor Count aftter cell routing
go into comparatol/3. ComparatorlU/3 is used to find the
highest signal of the fourZ2 is the result of the comparator vt stage 11,826 1,315,600
U3. Similarly, Y2 andY 3 are also 2—-1 multiplexers. This time  Flip-flop stage 1 10,266 995,315
they are controlled by signalg0, Z1, and Z2. Selected input  FFT block 652,120 92,141,309
data will flow into comparatot/4, which is used for detecting  Fiip-flop stage 2 35,966 3,630,434
the second highest signa3 is the result of this comparator. nitial sorting 66,104 15.422.689
The value ofZ0, Z1, Z2, and Z3 are fed into a location , ' T

. g . . . . . . Flip-flop stage 3 2,890 441,668
encoder circuit (see Fig. 11). This circuit will produce five
signals.W0 and W1 are signals used to enable the tri-state Squaring and Addition 26,384 2,457,656
buffers for loading the highest signal address and flag bit toFlip-flop stage 4 1,928 193,404
the flip-flops. S0 and S1 are signals used to enable the tri- .
state buffers for loading the second highest signal address anF Tlal sorting 138 481,500
flag bit into the flip-flops. The selected signals output from the 1P-flo stage 3 0 33560
tri-state buffers are latched into the flip-flops in the pipelined Total 812,962 117,115,050

flip-flop stage five and the outputs of these flip-flops are then
connected to the output pins of the chip.

a speed of 156.25 MHz. The chip contains about 812931
transistors and has a die size of approximately 15 wmrh5

G. Layout and Simulation Results

mm. The transistor count and silicon area after cell routing

The ASIC is designed using double-metal % scalable and optimization of each pipelined system are calculated and
CMOS technology and packaged in an 84-pin CPGA. TH&hown in Table V. The process in each subsystem is completed
number of primary inputs and outputs of ASIC are 34 andithin 102.4 ns with the timing conveyed over to each
16, respectively. The ASIC is broken down into five differengubsystem as shown in Table VI. Two different simulators,
subsystems pipelined together and is estimated to performHaspice and Compass Qsim, were used to perform the post-
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Fig. 10. Block diagram for the final sorting subsystem.
layout timing verification. The Hspice simulator, which is TABLE VI

TIMING ANALYSIS OF EACH SuBsYSTEM. NOTE: THE TIMING

a transistor-level simulator, provides a more accurate timing
ANALYSIS INCLUDES THE DELAY OF EACH PIPLINED FLIP-FLOPS

analysis. However, its effective application is limited to small
circuits. Thus, Hspice simulations were performed only on

o S " Sub iti

circuits whereby the timing is critical. As for the rest of ubsystem Critical Path (ns)
the ch|p,_ Q5|m_ simulations were perform_ed. For thls second- Tnput stage 99.50
round simulation, the extracted parasitic capacitances and

resistances of the routed netlists will be back-annotated to FFT block 48.02
the Qsim simulator. Although timing anaIyS|§ ywth Qsm is Tnitial sorting 90,11
not as accurate as Hspice, it should be sufficient for timing

verification after critical circuits have already been verified to Squaring and Addition 28.95
meet the timing requirements. The design and performance Final sorting 2442

statistics are summarized in Table VII.

V. CONCLUSIONS

perform the monobit FFT. The chip also includes the frequency

From the limited data collected, it appears that the monolsiglection logic to select the correct input frequencies and avoid
receiver can process two simultaneous signals. The perfpieking up spurious responses. The monobit receiver hardware
mance of this monobit receiver compared with a typicahcluding the ADC, demultiplexers and ASIC will be initially
IFM receiver is also presented in this paper. This receivenplemented as a proof-of-concept printed circuit board. A
is designed to replace the existing IFM receivers which cdnture iteration envisions implementation as a single multichip

process only one signal.

module. The overall performance can only be obtained when

The simulation results of this monobit receiver shoulthe receiver is built in hardware. The results are expected to
be improved through some logic circuit-design changes. ave major practical impact in receiver systems as well as in

chip is being designed to take digitized data as input awther applications.



2294

IEEE TRANSACTIONS ON MICROWAVE THEORY AND TECHNIQUES, VOL. 45, NO. 12, DECEMBER 1997

LOCATION ENCODER ALGORITHM

A(00,

B(0

DA

7-bit 6-bit 6-bit

D6 ~ DO REAL IMAG

OUTPUT 1( W1 WO )

OUTPUT 2 (S1 SO )

z2 |z1|zo| ouTpUT1 Wi Wo Y 'S OUTPUT2 when Z3 =0 OUTPUT2 when Z3 =1
(HIGHEST) s1 so s1 S0
ololo A 0 [ c B c 1 [ B o 1
olol B [ 1 c A e 1 0 A 0 [
ol 1o A [ 0 D B D 1 t B 4] 1
ol 11 B o 1 D A D 1 1 A 0 [
1{o]o c 1 4] A D A [ o D 1 t
1to]1 c 1 [ B D B 0 1 D 1 1
1{1fo D 1 1 A c A [ [ c 1 4]
1{1]1 D 1 1 B c B 4} 1 c 1 o
Wl = Z2 S1 = Z2 xor Z3
WO = 1Z2 %70 + Z2 Z1 SO = Z3*V1ZI1ZO + Z2*VZ1*Z0 + \Z3*Z1*Z0 + 1 Z2*Z1 *1Z0

Fig. 11. Logic derivation for the location encoder.

TABLE VIl

DESIGN AND PERFORMANCE STATISTICS

Technology
Transistors

Die size

Total I/O pins
Power supply
Clock rate
Input data rate
Output data rate

Power dissipation

0.5 um CMOS
812,931

15 mm x 15 mm
84 CPGA

5V

156.25 MHz
5 Gb/s
156.25 Mb/s

42W

Several technical issues are currently under investigati
to improve this monobit receiver. For example, the detectic
threshold settings need additional study, since the recei
will miss both signals if neither crosses threshold. The curre
overall performance of the receiver, as shown by simulati
experiments, is 99.89% probability of detection and 1.37%

false data for 7-b FFT, and 99.87% probability of detection
and 0.76% of false data for 8-b FFT.
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